Notes for Lecture 1 Mon, 1/12/2026

Review: Matrix calculus

Example 1. Matrix multiplication is not commutative!

RN ERNER)

Multiplication (on the right) with that “almost identity matrix" is performing the column operation
Ca2+2C1 = Cs (i.e. 2 times the first column is added to the second column).

BRI

Multiplication (on the left) with the same matrix is performing the row operation R; + 2Ry = R;.
First comment. This indicates a second interpretation of matrix multiplication: instead of taking linear
combinations of columns of the first matrix, we can also take linear combinations of rows of the second
matrix.

Second comment. The row operations we are doing during Gaussian elimination can be realized by
multiplying (on the left) with “almost identity matrices”.

1 1 123
Example 2. [1 2 3| 2 |=[14 ] whereas| 2 |[1 2 3]|=| 2 4 6
3 3 369

If you know about the dot product, do you see a connection with the first case?

Example 3. Suppose A is m x n and B is p X q. When does A B make sense? In that case,
what are the dimensions of A B?

A B makes sense if n=p. In that case, AB is a m X ¢ matrix.

31 1 -1] |10
Example4.{2 1”_2 3 ]_ 0 1]

On the RHS we have the identity matrix, usually denoted I or I3 (since it's the 2 X 2 identity matrix here).

-1 -1
: . 31 [ 1 = 1 -1 _[31
Hence, the two matrices on the left are inverses of each other: [ 5 1 } —{ 5 3 }, [ 5 3 } —{ 51 }

Example 5. The following formula immediately gives us the inverse of a 2 x 2 matrix (if it exists).
It is worth remembering]!

a b1 1 d —b ided that ad — bc#0
T — roviae at aa —0c
c d ad—bc| —c a P
' 1 d —b a b |__ 1 ad—bc 0 _
Let's check that! adfbc|:—c a Mc d}_adfbc{ 0 —cb+ad]_12

In particular, a 2 X 2 matrix { ch Z } is invertible <= ad — bc+£0.

Recall that this is the determinant: det([ ‘(f Z ]) =ad—be.

In particular:

det(A)=0 <= A is not invertible
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Similarly, for n x n matrices A:

A is invertible (i.e. there is a matrix A~! such that AA=1=1)
<= det(A4)+#0
<= Ax=> has a unique solution (namely, = = A~ 'b)

Comment. Why is it not common to write % instead of A~17?

.1 . L . B _ . _
The notation x easily leads to ambiguities: for instance, should — Mmean BA~! or should it mean A—1B?

[Of course, one could try to avoid this by notations like B/ A which would more clearly mean BA~!. It's just
not common and doesn't have any real advantages.]

Example 6.

123 1 00 -7 2 3
4 5 6 -4 10 |=|] —16 5 6
789 0 01 —25 8 9

Multiplication (on the right) with that “almost identity matrix” is performing the column operation C7 —4C5 =
C7 (i.e. —4 times the second column is added to the first column).

1 00 123 1 2 3
-4 10 456 |=0 -3 —6
0 01 789 7 8 9

Multiplication (on the left) with the same matrix is performing the row operation Ro — 4R = Ro.

Comment (again). The row operations we are doing during Gaussian elimination can all be realized by multi-
plying (on the left) with “almost identity matrices’.

These matrices are called elementary matrices (they are obtained by performing a single ele-
mentary row operation on an identity matrix).

Elementary matrices are invertible because elementary row operations are reversible:

—1

100 1 00 100*1{1 ] 010 010

210 =] -2 10|, 020 = é , 100 =100

001 0 01 001 [ 1J 001 00 1
Armin Straub 2
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Notes for Lecture 2 Wed, 1/14/2026

Example 7. Let us do Gaussian elimination on A = [i _16 ] until we have an echelon form:

2 1 R:—2Ri=R>| 2 1
A: ~
1] =y

As last class, the row operation can be encoded by multiplication with an “almost identity matrix’ E:

EREEIRE

-1
Since [ 712 (1) } :{ ; (1] } (no calculation needed; this is the row operation Ry + 2R; = Rg which reverses our

above operation), this means that
1|10 2 1
A=E"U= [ 21 0 -8 |’

We factored A as the product of a lower and an upper triangular matrix!

A= LU is known as the LU decomposition of A.

L is lower triangular, U is upper triangular.

If Aism X n, then L is an invertible lower triangular m x m matrix, and U is a usual echelon form of A.
Every matrix A has a LU decomposition (after possibly swapping some rows of A first).
e The matrix U is just the echelon form of A produced during Gaussian elimination.

e The matrix L can be constructed, entry-by-entry, by simply recording the row operations
used during Gaussian elimination. (No extra work needed!)

Example 8. Determine the LU decomposition of A:[ L2 }

3 4
Solution. A= [ 3 1 } RQ?SEQ:}RZ[ (1) 32 } translates into [ 713 H } [ }
Since [ j3 (1) }71 :{ ; (1) ] (no calculation needed!), we therefore have A = [ ; }
11 21
Example 9. Determine the LU decomposition of A= 32 72
-2 6 -3 1

Solution. We perform Gaussian elimination until we arrive at an echelon form:

Ro—3R1=R>

11 21 1 12 1 12 1
R3+2Ri=R R3+8Rs=R
32 7o |WTEETEIg g g | BTETE Ly 11
-2 6 =31 0 81 3 0 09 -5
Observe that we can reverse both of these steps using the row operations Ra+3F1 = Ro

Rs—2R1 —8Rs= R3
Encoding these in L, the corresponding LU decomposition of A is

1 1 12 1
A=LU=| 3 1 -1 1 -1
-2 =81 9 -5

Note that no further computation was required to obtain L. (The entries in the matrix L are precisely the
(negative) coefficients in the original row operations.)
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Ro—3R1= R>
R3+2R1= R3

That is because we change Rs in the first step, and then use the changed Rs in the second step. Indeed, note that

Comment. By contrast, combining the operations and R3+ 8 Ro = R3 requires computation.

1 1 1

01 -3 1 = -3 1 ,
081 2 01 —22 8 1
Ro—3R1= R

so the combined operations are (you can also see that directly from the operations).

R3s—22R1+8R2=R3
On the other hand, there was no such complication when combining the reversed operations:
Ro+3R1= R> Ro+3R1= R>
R3—2R1= R3 R3s—2R1 —8Ro= R3
The difference is that, here, we change R3 in the first step but then don't use the changed R3 in the second
step. In terms of matrix multiplication, we have

Combining R3 — 8R2 = R3 and simply results in , as used above.

1 1
3 1 0 1 =1 3 1 ,
0 -8 1 -2 -8 1

where, because of their special form, the product of the two lower triangular matrices is just “putting together”
the entries (unlike in the non-reversed product).

Review. The RREF (row-reduced echelon form) of A is obtained from an echelon form by
e scaling the pivots to 1, and then
e eliminating the entries above the pivots.

A typical RREF has the shape [* represents an entry that could be anything]

*  %*
* %

_ o O
* % ¥

Example 10. Let's compute the RREF of the 3 x 4 matrix from Example 9.

Solution.
11 21 Be-3B=R 11 1 9 1 1 12 1
Rs+2R R: R3+8 R: R:
39 7o | BPLTR g o g | ETREEE 1
—26 -3 1 |0 81 3 0 09 —5
TRzéRz |' 11 2 ]_-I R1—2Rs=R1 IV 110 % |71 00 g-l
ER:L::R:; 01 -1 ;— R2+Ij§):>R2 010 g Rl*{%ﬁiRl 010 %
00 1 -3 001 -2 001 -2

Example 11. The RREF of A:[ 2 16 ] from earlier is the 2 x 2 identity matrix.

Comment. That's not surprising: A square matrix is invertible if and only if its RREF is the identity matrix. If
that isn't obvious to you, think about how you invert a matrix using Gaussian elimination (reviewed next).
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Notes for Lecture 3 Fri, 1/16/2026

Review. Recall the Gauss—Jordan method of computing A~!. Starting with the augmented matrix
[A | I], we do Gaussian elimination until we obtain the RREF, which will be of the form [I | A™1]
so that we can read off A~1.

Why does that work? By our discussion, the steps of Gaussian elimination can be expressed by multiplication
(on the left) with a matrix B. Only looking at the first part of the augmented matrix, and since the RREF of
an invertible matrix is I, we have BA = I, which means that we must have B = A~L. The other part of the
augmented matrix (which is I initially) gets multiplied with B = A~ as well, so that, in theend, itis BT =A"1.
That's why we can read off A~

1

For instance. To invert [ i 6 } using the Gauss—Jordan method, we would proceed as follows:

%R1:>R1 e s )
|:2 1{1 0 R:—2R1=R> 2 1 10 *%R2:>R2 1 2132 0 R]*éR2§R1 10 T 16
4 —6|0 1 e 0 —-8|-21 ~ 11 ~ 5 16
0117 =3 017 —3%
2 1 17t 2 L
We concludethat[4 76} =3 g
4 8
—1
Of course, for 2 X 2 matrices it is much simpler to use the formula[a b] :#{ d *b}
c d ad —bec| —c a

Review: Vector spaces, bases, dimension, null spaces

Review.
e \Vectors are things that can be added and scaled.

e Hence, given vectors vy, ..., v,, the most general we can do is form the linear combination
Av1 + ... + Apv,. The set of all these linear combinations is the span of v, ..., v,,
denoted by span{vy, ..., v,}.

e \ector spaces are spans.

Equivalently. Vector spaces are sets of vectors so that the result of adding and scaling remains within
that set.

Homework. Of course, the latter is a very informal statement. Revisit the formal definition, probably
consisting of a list of axioms, and observe how that matches with the above (for instance, several of
the axioms are concerned with addition and scaling satisfying the “expected" rules).

e Recall that vectors from a vector space V' form a basis of V' if and only if
o the vectors span V/, and
o the vectors are (linearly) independent.

Equivalently. vy, ..., v, from V form a basis of V' if and only if every vector in V' can be expressed as

a unique linear combination of vy, ..., v,.
Just checking. Make sure that you can define precisely what it means for vectors v, ..., v, to be
independent.

e The dimension of a vector space V' is the number of vectors in a basis for V.

No matter what basis one chooses for V, it always has the same number of vectors.
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Example 12. ]R3 is the vector space of all vectors with 3 real entries.

R itself refers to the set of real numbers. We will later also discuss C, the set of complex numbers.

17To0] o
The standard basis of R? is l 0 ],l 1 ],l 0 ] The dimension of R? is 3.
ollol 1

Review. The null space null(A) of a matrix A consists of those vectors « such that Az =0.

Make sure that you see why null(A) is a vector space. [For instance, if you pick two vectors in null(A) why is
it that the sum of them is in null(A) again?]

Example 13. What is null(A) if the matrix A is invertible?

Solution. If A is invertible, then Az =0 has the unique solution z = A~10=0.
Hence, null(A) = {0} which is the trivial vector space (consisting of only the null vector) and has dimension 0.

-1 0 2
Example 14. Compute a basis for null(A) where A:[ 2 -3 2 ]

Solution. We perform row operations and obtain

—Ri= R

-1 0 2 Rat2R1= Ry -1 02 i 10 =2

R‘ Rl R3 __R :>R
nadl| | 2 =3 sti=fe ol | o -3 6 S| | o1 —2
1 0 =2 0 00 00 O

From the RREF, we can now read off the general solution to Ax =0:

e 1z and x2 are pivot variables. [For each we have an equation expressing it in terms of the other variables;
for instance, 1 — 2x3 =0 tells us that x1 = 2x3.]

e 13 is a free variable. [There is no equation forcing a value on x3.]

2383
e Hence, without computation, we see that the general solution is | 2x3
xr3
2
In other words, a basis is | 2
1

Comment. We are starting with the three equations —x1 + 223 =0, 227 — 322 + 223 =0, 1 — 223 = 0.
Performing row operations on the matrix is the same as combining these equations (with the objective to form
simpler equations by eliminating variables).

20 2
Example 15. Compute a basis fornull{ | 2 0 2
1 01
Solution.
R:—Ri=R
2 0 2 Rsz—%R1:>]%23 2 0 2 %R1:>Rl 1 O 1
null 20 2 = null 000 = null 000
101 000 000
—x3 0 —1
This time, 2 and x3 are free variables. The general solution is To =x2f 1 |+2x31 O
0 —1 I3 0 1
Hence, abasisis | 1 |,| O
0 1
Armin Straub 6
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Notes for Lecture 4 Wed, 1/21/2026

Review: Eigenvalues and eigenvectors

|If Az =Ax (and & #0), then x is an eigenvector of A with eigenvalue A (just a number). |

Note that for the equation Ax = Ax to make sense, A needs to be a square matrix (i.e. n X n).
Key observation:
Ax=)x
— Ax—)\x=0
— (A-X)xz=0

This homogeneous system has a nontrivial solution @ if and only if det(A —AI)=0.

To find eigenvectors and eigenvalues of A:

(a) First, find the eigenvalues A by solving det(A — AI') =0.

det(A — A1) is a polynomial in A, called the characteristic polynomial of A.

(b) Then, for each eigenvalue A, find corresponding eigenvectors by solving (A — AI)x =0.

More precisely, we find a basis of eigenvectors for the A-eigenspace null(A — \I).

40
Example 16. A=| 2 2 has one eigenvector that is “easy” to see. Do you see it?
10

0
Solution. Note that A[ 1 ]:

0 0
2 }:2{ 1 ] Hence, [ 1 ] is a 2-eigenvector.
0 0

0

0 2 0 0
Just for contrast. Note that A[ 0 ]:[ 2 }7&)\[ 0 } Hence, { 0 } is not an eigenvector.
1 3 1 1

Suppose that A is n x n and has independent eigenvectors @1, ..., x,,.
Then A can be diagonalized as A = PD P~ where

e the columns of P are the eigenvectors, and

e the diagonal matrix D has the eigenvalues on the diagonal.

Such a diagonalization is possible if and only if A has enough (independent) eigenvectors.

Comment. If you don't quite recall why these choices result in the diagonalization A= PDP~1, note that the
diagonalization is equivalent to AP = PD.

e Put the eigenvectors x1, ..., ®,, as columns into a matrix P.

| \ | \
Az =iz, — A[ T - Ty =| Mmoo Apmg
| \

e In summary: AP=PD

Armin Straub 7
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4
Example 17. Let A=| 2
1

o NN O
W DN DN

(a) Find the eigenvalues and bases for the eigenspaces of A.

(b) Diagonalize A. That is, determine matrices P and D such that A=PDP~!.
Solution.

(a) By expanding by the second column, we find that the characteristic polynomial det(A — \I) is

2
3—A

> NN

—(2—,\)' A ‘—(2—>\)[(4—)\)(3—>\)—2]—(2—>\)2(5—>\).

Hence, the eigenvalues are A =2 (with multiplicity 2) and A =5.

Comment. At this point, we know that we will find one eigenvector for A = 5 (more precisely, the 5-
eigenspace definitely has dimension 1). On the other hand, the 2-eigenspace might have dimension 2 or
1. In order for A to be diagonalizable, the 2-eigenspace must have dimension 2. (Why?!)

-1 0 2
e The 5-eigenspace is null 2 -3 2 . Proceeding as in Example 14, we obtain
1 0 -2
-1 0 2 RREF 10 -2 2
null 2 =3 2 = null 01 =2 = span 2
1 0 -2 00 O 1
2
In other words, the 5-eigenspace has basis | 2
20 2
e The 2-eigenspaceisnull| | 2 0 2 . Proceeding as in Example 15, we obtain
101
20 2 RREF 101 0 —1
null 20 2 = null 000 = span 1] O
101 000 0 1
0 -1
In other words, the 2-eigenspace has basis | 1 |,| 0
0 1

Comment. So, indeed, the 2-eigenspace has dimension 2. In particular, A is diagonalizable.

20 —1 500
(b) A possible choiceis P=| 2 1 0 |, D=|0 2 0
10 1 00 2

Comment. However, many other choices are possible and correct. For instance, the order of the eigen-
values in D doesn't matter (as long as the same order is used for P). Also, for P, the columns can be
chosen to be any other set of eigenvectors.
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Notes for Lecture 5 Fri, 1/23/2026

Example 18. (extra practice) Diagonalize, if possible, the matrices

341 001 101
A={020|, B={0O0O0O]|, C=]000 .
1 4 3 000 000
1 —4 —1 4
Solution. For instance, A=PDP~'withP=|0 1 o0 |and D= 2 . B is not diagonalizable.
1 0 1 2
10 —1 1
For instance, C = PDP~1 with P=|0 1 0o |and D= 0
00 1 0

\ Review: Computing determinants using cofactor expansion

Review. Let A be an n x n matrix. The determinant of A, written as det(A) or |A|, is a number
with the property that:

det(A)#0 <= A is invertible
<= Az =b has a (unique) solution x (for all b)
<= Ax =0 is only solved by =0

Example 19. ‘C‘ g‘:ad—bc
1 20 )
Example 20. Compute | 3 —1 2| by cofactor expansion.
2 0 1

Solution. We expand by the first row:

3 -1 2|=1- -1 2|—2-]3 2|4+0-[3 -1
2 0 1 0 1 2 1 2 0

ie. —1 2 3 2 3 1| _ 1./ 1\ _o.(_ _
SR I EE R R e e B Ce VR RV

Each term in the cofactor expansion is +1 times an entry times a smaller determinant (row and
column of entry deleted).

+ o= -|
The +1 is assigned to each entry according to [ N T

Solution. We expand by the second column:

1 0 1 0 1 0
3 2|=—2-|3 2|+ (-1)- —0-|3 M 2
2 1 2 1 2 1
= —2.(=1)+(-1)-1-0=1
Armin Straub 9
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Example 21. Compute

N O O
[Nl Vi)
0N = W
UL = O

Solution. We can expand by the second column:
1 0 3
-0

+2 +0

N OO
0 N =
Ut = Ot
N O =
0 N W
[SLINTN
N O =
0 = W
[S10NG RSN
[eNeRS
N = W
AN

4
5
°l=-0
5

021
00 2
2 0 8

[Of course, you don't have to spell out the 3 X 3 matrices that get multiplied with 0.]
We can compute the remaining 3 X 3 matrix in any way we prefer. One option is to expand by the first column:

3 4
1

2 2
8 5

:2(+1‘§ ;’+2‘§ ﬂ):2(1-2+2-(—5)):—16

1
0
2

Comment. For cofactor expansion, choosing to expand by the second column is the best choice because this
column has more zeros than any other column or row.

‘ The determinant of a triangular matrix is the product of the diagonal entries.

Why? Can you explain this (you can use the next example) using cofactor expansion?

10 3 -1
03 1 5
Example 22. Compute 00 2 1
00 O 5
10 3 -1
Solution. Since the matrix is (upper) triangular, 3 712 ? =1-3-(-2)-5=-30.
5

Review.
e Effect of row (or column) operations on determinant.
o det(AB)=det(A)det(B)

e In particular, the LU decomposition provides us with a way to compute determinants:

If A=LU, then det(A)=det(L)det(U) and the latter determinants are just products of
diagonal entries (because both L and U are triangular).
Comment. Unless a row swap is required, we can compute the LU decomposition of A = LU using
only row operations of the form R; + cR; = R; (those don't change the determinant!).
In that case, the matrix L will have 1's on the diagonal. In particular, det(L) =1.
Consequently, in that case, det(A) =det(U).

Practical comment. For larger matrices, cofactor expansion is a terribly inefficient way of computing
determinants. Instead, Gaussian elimination (i.e. LU decomposition) is much more efficient.

On the other hand, cofactor expansion is a good choice when working by hand with small matrices.
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Notes for Lecture 6 Mon, 1/26/2026

: I - AT _[1 23
Example 23. (review) If A=| 2 5 |, then its transpose is A —[4 s G ]
36

Recall that (A B)T = BTAT . This reflects the fact that, in the column-centric versus the row-centric interpre-
tation of matrix multiplication, the order of the matrices is reversed.

Comment. When working with complex numbers, the fundamental role is not played by the transpose but by
the conjugate transpose instead (we'll see that in our discussion of orthogonality): A* = AT

: o4 _[1-3i 56 x_[ 1435 2—4
For instance, if Af{ 9ti 3 },thenA =| 5

Orthogonality

‘ The inner product and distances

Definition 24. The inner product (or dot product) of v, w in R™

v-w = va:v1w1 + . VW,

Because we can think of this as a special case of the matrix product, it satisfies the basic rules like associativity

and distributivity.

In addition: v-w=w - v.

1 2
Example 25. [2][ 1}:2—2%—12:12
3 4

Definition 26.

e The norm (or length) of a vector v in R" is

|v]| = Vv-v=+vvi+.. +02.

e The distance between points v and w in R" is

dist(v,w) = [Jv—w].

Example 27. For instance, in R?, distq o H 2 ]):H{ L1 L ]H = \/(xl —22)2 4 (y1 — y2)2.

1 Y2 Y1 — Y2
Example 28. Write |[v — w||? as a dot product, and multiply it out.
Solution. ||[v —w|?’=(v—w) - (v-—w)=v-v—v-w—-—w-v+w w=|v|]?—2v w+ |w]|?

Comment. This is a vector version of (z — y)? =22 — 2xy + y°.

The reason we were careful and first wrote —v - w — w - v before simplifying it to —2v - w is that we should not
take rules such as v - w =w - v for granted. For instance, for the cross product v X w, that you may have seen
in Calculus, we have v X w# w X v (instead, v X W =—w X v).
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| Orthogonal vectors

Definition 29. v and w in R" are orthogonal if

v-w=0.

Why? How is this related to our understanding of right angles?
Pythagoras!
v and w are orthogonal
= |vlI>+lwl?= v —w]|?

=[v]?—2v-w+||w]?
(by previous example)

<~ 2v-w=0
< v -w=0

Definition 30. We say that two subspaces V' and W of R are orthogonal if and only if every
vector in V' is orthogonal to every vector in .

The orthogonal complement of V is the space V' of all vectors that are orthogonal to V.

Exercise. Show that the orthogonal complement is indeed a vector space. Alternatively, this follows from our
discussion in the next example which leads to Theorem 32. Namely, every space V' can be written as V' = col(A)
for a suitable matrix A (for instance, we can choose the columns of A to be basis vectors of V). It then follows
that V1 = null(A7) (which is clearly a space).

1 3
Example 31. Determine a basis for the orthogonal complement of V' =span [ 2 },[ 1 }
1 2

xTq 1 3
Solution. The orthogonal complement V- consists of all vectors { x5 } that are orthogonal to { 2 } and { 1 }
T3 1 2

1 x 3 x
Using the dot product, this means we must have { 2 } . { z; } =0 as well as [ 1 } [ z; }: 0.
1 2

Note that this is equivalent to the equations 1z + 2z2 + 1x3=0 and 3x1 + lxg + 223 =0.

T3 T3

8
W

1
In matrix-vector form, these two equations combine to [ ;’ f ; M x } :{ 8 }
3

T
This is the same as saying that { T

Zs3

, 121 ; 1 121
} has to be in null({ 31 o D This means that V' fnull({ 31 9 D

[Note that we have done no computations up to this point! Instead, we have derived Theorem 32 below.]

We compute (fill in the work!) that VL:null({ :15 i ; D M 11([ (1] (1) i’;g D :span{{ :?;g ]}
1

-3/5
Check. [ —1/5 ] is indeed orthogonal to both { and { }
1

3

1 xT1 1 xq 3 xq
Indeed,vectorsinVareoftheform'v:a[2}—&—b[ }andwehavev { :|:a|:2:|'|:m2:|+b|:1:|'|:m2:|:0.
1 2

x1 1
Note. If { T ] is orthogonal to both basis vectors { 2 } and [ }, then it is orthogonal to every vector in V.
T 1
3
1
1 2

T3 T3 T3

=0 =0
Just to make sure. Why is it geometrically clear that the orthogonal complement of V' is 1-dimensional?
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The following theorem follows by the same reasoning that we used in the previous example.

. _ L3 1 121
In that example, we started with V =col| | 2 1 and found that V- =null [ 31 9 } .
12

Theorem 32. If V =col(A), then V1 =null(AT).
In particular, if V is a subspace of R™ with dim(V) =7, then dim(V+)=n —r.

For short. col(A)+ =null(AT)
Note that the second part can be written as dim(V) + dim(V ) =n.

To see that this is true, suppose we choose the columns of A to be a basis of V. If V is a subspace of R" with
dim(V) =r, then A is a 7 x n matrix with 7 pivot columns. Correspondingly, A7 is a n x 7 matrix with r pivot
rows. Since n > there are n — r free variables when computing a basis for null(A7). Hence, dim(V+)=n —r.

Example 33. Suppose that V is spanned by 3 linearly independent vectors in IR°. Determine the
dimension of V' and its orthogonal complement V.

Solution. This means that dim V' = 3. By Theorem 32, we have dim vi=5-3=2.

1
Example 34. Determine a basis for the orthogonal complement of (the span of) [ 2 }
1

1
Solution. Here, V = span{{ 2 ]} and we are looking for the orthogonal complement V-
1

Since V/ —C01<|: 2 }), it follows from Theorem 32 that V- =null([1 2 1]).
1
Computing a basis for null([ 1 2 1]) is easy since [1 2 1] is already in RREF.

—2s —t -2 -1
Note that the general solutionto[1 2 1]z =0 is { s }:s{ 1 ]th{ 0 }
t 0 1

—2 -1
A basis for V- =null([1 2 1]) therefore is [ 1 },{ 0 ]
0

1
Check. We easily check (do it!) that both of these are indeed orthogonal to the original vector [ 2 }
1
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Notes for Lecture 7 Wed, 1/28/2026

The fundamental theorem

Review. The four fundamental subspaces associated with a matrix A are
col(A), row(A), null(A), null(A4T).

Note that row(A) = col(AT). (In particular, we usually write vectors in row(A) as column vectors.)
Comment. null(A”) is called the left null space of A.

Why that name? Recall that, by definition « is in null(A) <= Ax =0.

Likewise, @ is in null(AT) <= ATz =0 <= zTA=0.

[Recall that (A B)T = BTAT. In particular, (ATz)”T = a7 A, which is what we used in the last equivalence.]

Review. The rank of a matrix is the number of pivots in its RREF.

Equivalently, as showcased in the next result, the rank is the dimension of either the column or the row space.

Theorem 35. (Fundamental Theorem of Linear Algebra, Part 1)

Let A be an m x n matrix of rank r.
e dimcol(A)=r (subspace of R™)
e dimrow(A)=r (subspace of R") row(A) = col(AT)
e dimnull(A)=n—1r (subspace of R")

e dimnull(AT)=m —r (subspace of R™)

12
Example 36. Let A:[ 2 4 ] Determine bases for all four fundamental subspaces.
36

Solution. Make sure that, for such a simple matrix, you can see all of these that at a glance!
1 -2 -3
col(A)=spani | 2 |p, row(A) =spanq| ! |}, null(A) =spani| =2 |}, null(AT) =span 1 |,| o
: {20 1] K

Important observation. The basis vectors for row(A) and null(A) are orthogonal! [ 712 } : [ ; } =0

1 -2 1 -3
The same is true for the basis vectors for col(A) and null(A”): { 2 ] : { 1 } =0 and { 2 ] . { 0 ] =0

3 0 3 1
Always. Vectors in null(A) are orthogonal to vectors in row(A). In short, null(A) is orthogonal to row(A).
Why? Suppose that @ is in null(A). That is, Az =0. But think about what Aa =0 means (row-product rule).

It means that the inner product of every row with @ is zero. Which implies that « is orthogonal to the row space.

Theorem 37. (Fundamental Theorem of Linear Algebra, Part I1)

e null(A) is orthogonal to row(A). (both subspaces of R™)

Note that dimnull(A) 4+ dimrow(A) =n. Hence, the two spaces are orthogonal complements.

e null(AT) is orthogonal to col(A).

Again, the two spaces are orthogonal complements. (This is just the first part with A replaced by AT.)

Armin Straub 14
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1214
Example 38. Let A:[ 240 2 } Check that null(A) and row(A) are orthogonal complements.
3603

Solution.
R>—2R1=R
L2 1a]p2i=mrle 1 4] e, 12 1 4
240 2 ~ 00 —2 —6 ~ 00 —2 —6
3603 00 -3 -9 00 0 O
g [12147 12001
~ 0013 0013
0000 0000
|'—2' |'—1'| 1 0'|
Hence, null(A) = span { (1) ,{_%J , row(A) =span {(Q)J,{?J
o || 1 1 3

null(A) and row(A) are indeed orthogonal, as certified by:
—2 1] -2 0 -1 1 -1 0
L [ (SR (3108
0 0 ’ 0 1 ’ -3 0 ’ -3 1 '
T L T e e
In fact, null(A) and row(A) are orthogonal complements because the dimensions add up to 2+ 2 =4.

In particular, { _éQ }{ :(1): },{ % },{ g } form a basis of all of R%.

Example 39. (extra) Determine bases for all four fundamental subspaces of

A—

W N =
Y =N
OO =

3
1
1

Verify all parts of the Fundamental Theorem, especially that null(A) and row(A) (as well as
null(AT) and col(A)) are orthogonal complements.

Partial solution. One can almost see that rank(A) = 3. Hence, the dimensions of the fundamental subspaces
are ...

Armin Straub 15
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Notes for Lecture 8

Fri, 1/30/2026

\ Consistency of a system of equations

1 2 1 2
Example 40. (warmup) | 3 1 -[“ }:xl 3 | +xo 1
05 2 0 5
. r1 + 2220 =1 1 2 1
Nfote th:t this means that the system 321 + a3 = 1 can also be written as | 3 1 [ il } |1
of equations 5y = 1 05 2 1
[This was the motivation for introducing matrix-vector multiplication.]
In the same way, any system can be written as Ax = b, where A is a matrix and b a vector.
In particular, this makes it obvious that:
Ax =b is consistent <= b is in col(A)
Recall that, by the FTLA, col(A) and null(AT) are orthogonal complements.
Theorem 41. Az =b is consistent <= b is orthogonal to null( A7)
. . . FTLA . .
Proof. Az =0 is consistent <= bisin col(A) <= b is orthogonal to null(A*)
Note. b is orthogonal to null(A”) means that y”b =0 whenever y7A =0. Why?!
1 2 . .
Example 42. Let A=| 3 1 |. For which b does Ax = b have a solution?
0 5
Solution. (old)
{1 2 bl}R‘SRQR{l 2 by ]R*R‘ R‘[1 2 by
3 1|by |TEET 0 5| —3by by | PTET 0 -5 —3by+ b
0 5|bs 0 5 bs 0 0 |—3bi+by+bs
So, Ax = b is consistent if and only if —3b1 + bs + b3 =0.
Solution. (new) We determine a basis for null(AT):
1 30 |R:—2R1i=R| 1 3 O —%Rj\%iRz 13 0 R1—3§;:>R1 10 3
215 0 -5 5 01 —1 01 —1
-3
We read off from the RREF that null(A”) has basis | 1 |.
1
b has to be orthogonal to null(AT). That is, b'[ q }:O. As above!
1
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Comment. Below is how we can use Sage to (try and) solve Ax=b for b= {

>>> A = matrix([[1,2],[3,1],[0,51]1)

>>> A.solve_right(vector([1,1,2]))

1 2
55
>>> A.solve_right(vector([1,1,1]))
ValueError: matrix equation has no solutions

During handling of the above exception, another exception occurred:

ValueError: matrix equation has no solutions

Armin Straub
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}and b—{

1
1
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Notes for Lecture 9 Mon, 2/2/2026

Least squares

Example 43. Not all linear systems have solutions.

In fact, for many applications, data needs to be fitted and there is no hope
for a perfect match.

For instance, Ax = b with

1 2 1
31 [z=| 1
05 1

has no solution:

1 1 -3
° { 1 } is not in col(A) since { 1 } { 1 }5&0 (see previous example).
1 1 1

b

e Instead of giving up, we want the & which makes Ax and b as close as possible.

e Such z is characterized by the error Ax — b being orthogonal to col(A)
(i.e. all possible Ax).

Definition 44. x is a least squares solution of the system Ax =b if & is such that Az —b is
as small as possible (i.e. minimal norm).

e If Ax=>b is consistent, then & is just an ordinary solution. (in that case, A& — b=0)

e Interesting case: Ax = b is inconsistent. (in particular, if the system is overdetermined)

| The normal equations

The following result provides a straightforward recipe (thanks to the FTLA) to find least squares
solutions for all systems Ax =b.

Theorem 45. « is a least squares solution of Ax =b
<= ATAz = A0 (the normal equations)

Proof.
@ is a least squares solution of Az =>
<= A% — b is as small as possible

<= A& — b is orthogonal to col(A)
FTLA

<= Az —bisin null(AT)

< AT(A% -b)=0

— ATAz = AT O

Armin Straub 18
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Example 46. Find the least squares solution to Ax = b, where

1 1 2
A= —1 1], b=|1
0 O 1

Solution. Fist, ATA—[ 1 7 g}[fl i}:[g 0 and aTp=[ 1 ! g}mzm.
0O O 1

Hence, the normal equations ATA% = ATb take the form [ 3 (2) }:i: :[ ; }

Solving, we immediately find & :{ ;;3 }

2 0
Check. Since Az :[ 1 }, the error is Az — b :{ 0 ] Recall that the error must be orthogonal to col(A)!
0 -1

0 1 0 1
This error is indeed orthogonal to col(A) because [ 0 } [ -1 }— 0 and { 0 } [ 1 }—O.

-1 0 -1 0
Comment. Why are the normal equations so particularly simple (compare with example below for the typical
case) here? Note how each entry of the product ATA is computed as the dot product of two columns of A

(matrix products of a row of A7 times a column of A). That ATA is a diagonal matrix reflects the fact that
the two columns of A are orthogonal to each other.

Example 47. Find the least squares solution to Ax = b, where

1 2 1
A= 31|, b=|1
05 1
Solution. First, ATA=| 1 30 :13? =| 10 5 |and ATp=| L 30
' ! 1215 05_530 1215
4
8

Hence, the normal equations ATA% = ATb take the form [ 05 }:f: :{ }
d

-1
: 10 5 _ 13 —-5]_1[ 6 -1 a1 6 —11][4]_ 116
Smce[ 5 30} _275[75 10 }_55[71 2 }’Wef'n w_55[71 2 }{8}_55[12}'

. . 1| 40 . 1| —15 1] —3
Check. Since Ax =—| 60 |, theerror A& —b=—| 5 |=77| 1 | must be orthogonal to col(A).
60 5

1 -3 2 -3
The error is indeed orthogonal to col(A) because [ 3 ] i{ 1 ]:O and { 1 ] %{ 1 }:O.
0 5 1

Armin Straub 19
straub@southalabama.edu



Any serious linear algebra problems are done by a machine. Let us see how to use the open-source
computer algebra system Sage to do basic computations for us.

Sage is freely available at sagemath.org. Instead of installing it locally (it's huge!) we can conveniently use it
in the cloud at cocalc.com from any browser. For short computations, like the one below, you can also just use
the input field on our course website.

Sage is built as a Python library, so any Python code is valid. Here, we will just use it as a fancy calculator.
Let's revisit Example 38 and let Sage do the work for us:
>>> A = matrix([[1,2,1,4],[2,4,0,2],[3,6,0,3]11)

>>> A.rref ()

S O
S O N
o = O
S W

Similarly, if we wanted to compute a basis for null(AT), we can simply do:

>>> A.transpose().rref ()

oo o =
oo =~ ©
o oNlwo

Here are some other standard things we might be interested in (compare with Example 17):
>>> A = matrix([[4,0,2],[2,2,2],[1,0,3]])
>>> A.eigenvalues()
[5,2, 2]

>>> A.eigenvectors_right ()

[(5,[(1, 1, ;)},1)(2, (1,0, —1),(0, 1, 0)],2)

>>> A.eigenmatrix_right()
e

10
1 01
1
L
{2 OJ

o O Ut
o N O
N OO

>>> A.rank()
3

>>> A.determinant ()
20

>>> A.inverse()

3 1

0 Y73

R

100 3
Armin Straub 20
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sagemath.org
cocalc.com

| Application: least squares lines

Given data points (x;, y;), we wish to find optimal parameters a, b such that y; ~a + bz; for all 4.

Example 48. Determine the line that “best fits” the data points (2, 1), (5,2),(7,3), (8, 3).
Comment. Can you see that there is no line fitting the data perfectly? (Check out the last two points!)

Solution. We need to determine the values a, b for the best-fitting line y=a + bx.
If there was a line that fit the data perfectly, then:

a+2b=1  (2,1)
a+5b=2 (5,2)
a+7b=3 (7,3)
a+8b=3 (8,3)
In matrix form, this is: 1 i; ] [ e }: { g; ] (writing the points as (x4, y;))
Ll L
1 x4 Ya
design matrix X observation

vector y

1 2]
Using our points, these equations become [ 1 ? J
1

1
[ ‘Z }_[ 3 J [This system is inconsistent (as expected).]
3

We compute a least squares solution.

1111{15-| 4 22 1111(;—| 9
XTX:[2578”1 7J:{22 142}’ XTy:[2578][3J:[57}
1 8 3
Solving the normal equations [ 242 12422 H Z } :{ 597 ] we find [ Z } :{ 52/174 }

. 2 5
Hence, the least squares line is y = = + i

The plot above shows our points together with this line. It does look like a very good fit!

Important comment. In what sense is this the line of “best fit"? By computing a least squares solution the way
we do, we are minimizing the error y — X{ Z } The components of that error are y; — (a + bx;).

Hence, we see that we are minimizing the residual sum of squares SS;es =3, [y — (a + bx;)]>.

Also see the discussion after the next example (where we swap the role of = and y) as well as the example at
the beginning of next class (where we discuss making predictions and why minimizing SS,.s corresponds to
minimizing the error of those predictions).

Armin Straub 21
straub@southalabama.edu



Notes for Lecture 10 Wed, 2/4/2026

Example 49. (again) Determine the least squares line for the points (2,1), (5,2), (7,3), (8, 3).

Solution. Let’s repeat the computation we did in the previous example. This time, we let Sage do the actual
work for us:

>>> X = matrix([[1,2],[1,5],[1,7],[1,8]1]1); y = vector([1,2,3,3])

>>> (X.transpose()*X) .solve_right (X.transpose () *y)

2 5
7' 14

Here are some intermediate steps to help see what's going on (and that it matches our earlier work):
>>> X.transpose () *X
4 22

22 142

>>> X.transpose () *y
(9, 57)

Let's plot the least squares line y = % + %x in Sage to marvel at the good fit!
>>> points = [[2,1],[5,2],([7,3],[8,3]]

>>> scatter_plot(points)

3 o o

25F

>>> scatter_plot(points) + plot(2/7+5/14*x,1,9)

35}

250
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Comment. As mentioned earlier, the least squares line minimizes the (sum of squares of the) vertical offsets:

http://mathworld.wolfram.com/LeastSquaresFitting.html

Comment. We get a (slightly) different “best fit” line if we change the role of = and y! Can you explain that?

>>> X = matrix([[1,1],[1,2],[1,3],[1,3]1]); y = vector([2,5,7,8])

>>> (X.transpose()*X) .solve_right (X.transpose () *y)

_7 30
1 11
30

_ T30 equi _T
Note that x = 7Ty is equivalent to y = 30 T 302

>>> scatter_plot([[2,1],[5,2],(7,3],[8,3]1]1) + plot(2/7+5/14%x,1,9) + plot(7/30+11/30%*x,1,
9,color=’red’)

1 2 3 4 5 6 7 8 9

The explanation is that (see pictures at the beginning of this example) we are minimizing vertical offsets in one
case and horizontal offsets in the other case.

In linear regression, the relationship between a dependent variable and one or more explanatory variables is
modeled. If y is the dependent variable, with x the explanatory variable, then it is natural to minimize the error
we make in “predicting y through =’ (vertical offsets). See next example.

Example 50. A car rental company wants to predict the annual maintenance cost y (in
100USD /year) of a car using the age x (in years) of that car (as an explanatory variable). Based
on the observations (z, y) = (2, 1), (5, 2), (7, 3), (8, 3), predict the cost for a 4.5 year
old car (using linear regression).

Solution. Once we compute the regression line y = a + bx (we already did that: y = % + %I‘) our prediction

.2 5 53 .
is ?+ﬁ . 4.5:;78~ 1.89, that is, 189 USD/year.
Armin Straub 23
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\ Application: multiple linear regression

In statistics, linear regression is an approach for modeling the relationship between
a scalar dependent variable and one or more explanatory variables.

The case of one explanatory variable is called simple linear regression.

For more than one explanatory variable, the process is called multiple linear regres-
sion.

http://en.wikipedia.org/wiki/Linear_regression

The experimental data might be of the form (z;, v;, z;), where now the dependent variable z;
depends on two explanatory variables x;, y; (instead of just z;).

Example 51. Set up a linear system to find values for the parameters a, b, ¢ such that z =
a+ bx + cy best fits some given points (x1, y1, 21), (22, Y2, 22), ...

Solution. The equations a + bx; + cy; = z; translate into the system:
{ 1z y -I { z1 -I

1 z2 y2 _ | %2

PR
design matrix A observation
vectorz

QO o

Of course, this is usually inconsistent. To find the best possible a, b, c we compute a least squares solution by

a
solving ATA{ b ] =ATz.

c

‘ Application: Fitting data to other curves

We can also fit the experimental data (x;, y;) using other curves.

Example 52. Set up a linear system to find values for the parameters a, b, ¢ that result in the
quadratic curve y =a + bx + cx? that best fits some given points (71, y1), (22, ¥2), ...

Solution. y; ~a+ bxz; + cx? with parameters a, b, c.

The equations vy; = a + bx; + cz? in matrix form:

RN [ v ]

a
Loag a3 ||, |2 | v2
2
Loy af || ] |
design matrix A observation
vector y

Again, we determine values for a, b, c by computing a least squares solution to that system.

a
That is, we need to solve the system ATA{ b } = ATy.

(&
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Example 53. (homework) Use Sage to find values for a, b, ¢ that result in the quadratic curve

y=a+ bz + cx? that best fits the points (0, 1), (1,2),(2,3), (3, —4), (4, —=7), (5, —12).

Solution. We first input the points:

>>> points = [[0,1],[1,2],[2,3],[3,-41,[4,-71,[5,-12]]
We set up the system described in the previous example, then determine a least-squares solution.
>>> X = matrix([[1,0,01,([1,1,1],[1,2,4]1,[1,3,9],[1,4,16],[1,5,2511)

vector([1,2,3,-4,-7,-12])

>>>y

>>> (X.transpose()*X) .solve_right (X.transpose () *y)

3 179 23
27 140° 28
179 ﬁ

Hence, the best fitting quadratic curve is y :%Jr Ti0 28ac2. Here's a plot:

>>> scatter_plot(points) + plot(3/2+179/140%*x-23/28%x~2,0,5,color="red’)

Advanced comment. If you are comfortable with Python, you can avoid typing out X and y:
[The plot command above now won't work anymore because we are overwriting = with numbers.]

>>> X = matrix([[1,x,x~2] for x,y in points])

>>> y = vector([y for x,y in points])

Armin Straub
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Notes for Lecture 11 Fri, 2/6/2026

More on orthogonality

Example 54. (review) Find the least squares solution to Az = b, where

40 2
A=lo0 2|, b=| 0 [
11 11
2

Solution. First, ATA:{g g 1}{3 g} {117 é}and ATb:[g g }M 0 }_[i)}
11 11

9

1

Hence, the normal equations ATA% = ATb take the form [ 117 é }:ﬁ:{ } } Solving, we find & [ ; }
)

|-o

2
Check. The error Az — b—{ 4 ] is indeed orthogonal to col(A). Because [ ; } [ ]_0 and [ } [
-8

M)

‘ Orthogonal projections

The (orthogonal) projection b of a vector b onto a subspace W is the vector in W closest to b.

We can compute b as follows:

e Write W =col(A) for some matrix A.

e Then b= A& where & is a least squares solution to Az =b. (i.e. @ solves ATAz = ATb)

Why? Why is A& the projection of b onto col(A)?

Because, if @ is a least squares solution then A& — b is as small as possible (and any element in col(A) is of
the form Az for some x).

Note. This is a recipe for computing any orthogonal projection! That's because every subspace W can be written
as col(A) for some choice of the matrix A (take, for instance, A so that its columns are a basis for ).

Assuming AT A is invertible (which, as discussed in the lemma below, is automatically the case if
the columns of A are independent), we have & = (ATA)~1A”b and hence:

(prOjeCtion matriX) The prOjeCtion 6 of b onto COI(A) is (assuming cols of A are independent)

b= A(ATA)~1ATp.
P

The matrix P = A(ATA)~'AT is the projection matrix for projecting onto col(A).

Example 55.

2 47To
(a) What is the orthogonal projection of [ 0 } onto W =span [ 0 },[ 2 } ?
11 1 1

4 0
(b) What is the matrix P for projecting onto W = span [ 0 ],[ 2 } ?

2
(c) (once more) Using P, what is the orthogonal projection of [ 0 } onto W7
11
1
(d) Using P, what is the orthogonal projection of l 0 1 onto W7
0
Armin Straub 26
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Solution.

2
(a) In other words, what is the orthogonal projection of b—{ 0 } onto col(A) with A—[
11

= O
=N O
—_

In Example 54, we found that the system Ax = b has the least squares solution @ :{

[E—

1

5 |
N 4 0 1 4 0 4

The projection b of b onto col(A) thusis A&z =| 0 2 [ 5 }: o|+22]|=|4]

11 1 1 3

. 2
Check. The errorbb:[ 4 ]needs to be orthogonal to col(A). Indeed:{ i }[ﬁ
-8
5 84
20 -2 4
5 —1“401}:i o 17 8
]{ -1 17 |0 21 21| 0 .

o 2 ] 2 120 —2 47 2 1 [ 84 4
(c) The orthogonal projection of | 0 | onto Wis P| 0 |=57| -2 17 8 || 0 |=57| 84 |=| 4 |.
11 11 4 8 5]l 11 63 3

4 0
(b) Note that W =col(A) for A:{ 0 2 ] and that ATA:{ 117 ! } Thus (ATA)flzi{ 5 ! }
11

4
P=A(ATA)—1AT = 8%[ 0
1

=N O

Note. Of course, that agrees with what our computations in the first part. Note that computing P is
more work than what we did in in the first part. However, after having computed P once, we can easily

project many vectors onto W.
20 —2 4 1] 20
-2 17 8 = -2 |.
4 8 5 21 4

1 1| 20 R 4 0
Check. Theerror | 0 |—=| —2 |=—=-| 2 |Iis indeed orthogonal to both | 0 | and | 2 |.
0 2y —4 1

1 1
(d) The orthogonal projection of [ 0 } onto W is P{ 0 ]—%
0 0

Example 56. (extra)

[\V]
@]

(1] (1] 1
(a) What is the orthogonal projection of onto span ,[ 1 ] ?

(b) What is the orthogonal projection of | 2 | onto spang | o | p?
2 1
. . _— 11 1 7\T 3 3\T
Solution. (final answer only) The projections are (?, T E) and (5, 0, 5)
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Notes for Lecture 12 Mon, 2/9/2026

Example 57. (extra)

1 1
(a) What is the matrix P for projecting onto W = span [ 1 ],[ —1 } ?
1

2 1 1
(b) Using the projection matrix, project [ 3 ] onto W =span [ 1 ],[ —1 ]
3 1

Solution.

11 11 1
(a) Choosing A=| 1 —1 |, the projection matrix P is A(ATA)=1AT =| 1 —1 [ 31 } [ bl ]
11 11 L3

:{} _11]1[ 3 —1“1 1 1}:1{} _11]{2 4 2}:1{3 g (1)}

L1 |Bl-1 3 1 -1 1 8| 1 1 2 —4 2 2l 1 o 1

Comment. We can choose A in any way such that its columns are a basis for . The final projection
matrix will always be the same.

101 5
(b) The projection is ;[ 020 M ]:;{ 6 }
101 5

2
3
3
—1/2
= 0 is indeed orthogonal to W.

Lemma 58. If the columns of a matrix A are independent, then A”A is invertible.

Proof. Assume ATA is not invertible, so that AT Az = 0 for some = # 0. Multiply both sides with 27" to get
2TATAz = (Az)TAz = | Az ||?> =0,

which implies that Az =0. Since the columns of A are independent, this shows that & =0. A contradiction! U

Example 59. If P is a projection matrix, then what is P??

) ) , 1101 2 Jro1
For instance. For P as in Example 57, P =7/020| =35{020 =P.
101 101

Solution. Can you see why it is always true that P2 = P?
[Recall that P projects a vector onto a space W (actually, W = col(P)). Hence P? takes a vector b, projects

it onto W to get b, and then projects b onto W again. But the projection of b onto W is just b (why?!), so
that P2 always has the exact same effect as P. Therefore, PZ2= Pl

Example 60. True or false? If P is the matrix for projecting onto W, then W = col(P).

Solution. True!

Why? The columns of P are the projections of the standard basis vectors and hence in WW. On the other hand,
for any vector w in W, we have Pw = w so that w is a combination of the columns of P.

[This may take several readings to digest but do read (or ask) until it makes sense!]

In particular. rank(P)=dim W (because, for any matrix, rank(A) = dim col(A))
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Review. The projection matrix for projecting onto col(A) is P = A(ATA)~tAT.

‘ Projecting onto 1-dimensional spaces

When we project onto a 1-dimensional space span{w }, we usually just say that we are projecting
onto w.

The (orthogonal) projection of v onto w is

w2

Why? Replace b with v and A with w in our general projection matrix formula to get w(w”w) ~'wTv, which

w-v
equals W'w (note that wv =w - v and w™w = ||w||? are scalars).
w
Comment. If you have taken Calculus 3, you have seen that formula before. Most likely, you were deriving it
using angles at that time. Namely, the dot product has the following connection to angles:

v-w=||v| ||w] cosh where 6 € [0, 7] is the angle between v and w

Why? You can derive this by repeating what we did, right after Definition 29 to show that v and w are orthogonal
if and only if v-w = 0. Just replace Pythagoras with the law of cosines (02 = a2+ b2 — 2ab cosh holds in any
triangle!).

Two obvious cases. Observe that the cases # =0 and 8 =90° are clearly true.

We will not discuss angles much further in this class. Just in case it is helpful, here is the typical
argument given in Calculus 3 to determine the projection proj., v of v onto w:

From the sketch, we see that “error” = v — proj, v
and that this error is orthogonal to w.

Basic trigonometry tells us that the length of proj., v “error”

is ||v|| cosf. Hence:

projw,v = ||v|| cosd W
—— ]|
length —
direction
_ lvllflw]lcost w _ (”'w>
[[w]| [[w]] [w]]?

| Orthogonal bases

Review. Vectors v, ..., v,, are a basis for V.
<= V =span{vy,...,v,} and vy, ..., v, are linearly independent.
<= Any vector w in V' can be written as w = c vy + ... + ¢, vV, in a unique way.

The latter is the practical reason why we care so much about bases!

V' could be some abstract vector space (of polynomials or Fourier series), meaning that vectors are abstract
objects and not just our usual column vectors. However, as soon as we pick a basis of V/, then we can represent
every (abstract) vector w by the (usual) column vector (c1,ca,...,cn)?.

This means all of our results can be used, too, when working with these abstract spaces!

Definition 61. A basis v, ..., v,, of a vector space V is an orthogonal basis if the vectors
are (pairwise) orthogonal. If, in addition, the basis vectors have length 1, then this is called an
orthonormal basis.
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1 0 0
Example 62. The standard basis [ 0 },[ 1 }, [ 0 } is an orthonormal basis for R?.
0 0 1
0
} { 0 }:o.
1

On the other hand, the vectors do not all have length 1, so that this basis is not orthonormal.

1
Example 63. Are the vectors [ —1 ],[
0

{2 Mg

So, this is an orthogonal basis.

1 0
1 ], 0 ] an orthogonal basis for R3? Is it orthonormal?
0 1
1
0,1 |-
0

1
Solution. { -1
0

Note. Orthogonal vectors are always linearly independent (see next class). Here, this certifies that the three
vectors are linearly independent (and hence a basis for IR3).

Normalize the vectors to produce an orthonormal basis.

Solution.

1 1 1 1
—1 | has length —1 || =1 |=+/2 = normalized: T
0 0 0 V2| o

[1 1 1 1
1 } has length [ 1 }[ 1 }:ﬁ —> normalized: 1{ 1 }
L O 0 0 V2| o
[0 0 0 0
0 | has length 0|1 0 |=1 = is already normalized: | o
L1 1 1 1

1 1 0
The resulting orthonormal basis is \;5{ :)1 }, \}5[ ! },[ (1) ]

Theorem 64. Suppose that vy, ..., v,, are nonzero and pairwise orthogonal. Then v, ..., v,, are
linearly independent.

Proof. Suppose that c;v; + ... + ¢,v,, = 0. In order to show that v, ..., v,, are independent, we need to show
that ¢y =co=...=¢, =0.
Take the dot product of v, with both sides:

0 = vy (01’01 + ... +cn'un)

C1V1 V1 + V1 V2 + ... +CpU1 - Uy,

= C1V1 V1 201||’01||2

But ||v1|| # 0 and hence ¢; =0. Likewise, we find c2=0, ..., ¢, =0. Hence, the vectors are independent. [

Comment. Note that this result is intuitively obvious: if the vectors were linearly dependent, then one of
them could be written as a linear combination of the others. However, all these other vectors (and hence any
combination of them) are orthogonal to it.
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\ Orthogonal projections if we have an orthogonal basis

Lemma 65. (orthogonal projection if we have an orthogonal basis)

If vy,...,v, are orthogonal, then the orthogonal projection of w onto span{wvy, ..., v,} is

R w - V1 w - Un
w=——v1+ ...+ —v,.
V101 Up - Up
e — e —
proj of w proj of w
onto vq onto v,

Proof. It suffices to show that the error w — w is orthogonal to each v;. Indeed:

R w - vy w - vy, w - v;
(w—w) vi=lw——vV]— .. ——— U, | V=W V; —
V1V VUnp " Un V- Vg

’UZ”’UiIO.

Alternatively, can you deduce the formula (say, in the case of an orthonormal basis) from our earlier formula for
the projection matrix? O

Important consequence. If vy, ..., v, is an orthogonal basis of V', and w is in V, then

. w - ’Uj
w=civ]+... +cpvn with ¢j=—=.
’Uj . ’Uj
If the vy, ..., v, are a basis, but not orthogonal, then we have to solve a system of equations to find the ¢;. That

is a lot more work than simply computing a few dot products.

Note. In other words, w decomposes as the sum of its projections onto each basis vector.

Note. If vy, ..., v, are orthonormal, then the denominators are all 1.
. - . 3 - 1 1
Example 66. What is the projection of | 7 | onto W =span{vy,vo} with vy =| —1 |, vo=| 1 |?
4 0 0

Comment. We know how to do this using least squares. (Do it for practice!)
However, realizing that v and w2 are orthogonal makes things easier.

[Actually, here, it is obvious what the projection is going to be if we realized that W is the x-y-plane.]

Solution. (using orthogonality) Because v; and va are orthogonal, the projection is

[ e 1 [N 1 1 3
S I i Ll lilLo 0 0 0
0 0 0 0
‘ projection onto v, ‘projection onto 'vz‘

1 1
Important note. Note that, at this point, we can easily extend [ -1 ],{ 1 ] to an orthogonal basis of R3:
0 0

3 3 0
That is because the error [ 7 ] — [ 7 } —{ 0 ] is orthogonal to both of the existing basis vectors.
4 0 4

1 1 0
Therefore { -1 },[ 1 },[ 0 } is an orthogonal basis of IR3.
0 0 4

This observation underlies the Gram-Schmidt process, which we will discuss next class.
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3 1 0
Example 67. Express | 7 | in terms of the basis | —1 |,| 1 |,| o
4 0 0 1
€T V1 Vo V3

Solution. Because w1, v9, v3 is an orthogonal basis of R?, we get (much as in the previous example):
, V2, U3 g g p P

3 1 1
7 =cy| —1 [+c2| 1 [+c3
4 0 0

orrlEN® Lo o

3 1 1 3 0
HiR I ER R E H
4 0 0 4 1
=t 7o AT ool L]t tor Tl ©
ol e e ]
0 0 0 1 1
‘ projection of @ onto v, pr‘oje,(ition of @ onto wva pr‘ojectiuu of @ onto ‘vd
1 1 0
—4 1 4
=3 ! +?0 L+t ©
0 0 1

Because we spelled out all the details this looks more involved than it is. We only computed 6 dot products!

. 1 10 c1 3 . c —2
Alternative. We could havesolved | —1 1 0 || ¢, |=| 7 [toalsofind| ¢, |=]| 5 |.
0 01 c3 4 c3 4
The numbers are particularly easy here but in general, to find this solution, we have to go through the entire
process of Gaussian elimination. On the other hand, if we have an orthogonal basis, the former approach requires
less work, because it is just computing a few dot products.

3 1 0 1
Example 68. Express | 7 | in terms of the basis | 1 |,| 1 |,| 0
4 0 1 1

Solution. This is not an orthogonal basis, so we cannot proceed as in the previous example.

3 1 0 1 1 01 c1 3
Towrite[7}:cl[1}—&—02[1}+03[0},weneedtosolve{1 1 OM 02:|:|:7:|.
4 0 1 1 01 1 ]| es 4
3
0

C1
Solving that system (do it!), we find [ es } —{

C3
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Notes for Lecture 13 Wed, 2/11/2026

Review. If vy, ..., v, are orthogonal, the orthogonal projection of w onto span{wvy, ..., v,} is

Example 69.

3 1] [ 2
(a) Project [ 2 } onto I/ =span [ 2 ,[ -1 }
1 1

3 [ 1 2 1
(b) Express [ 2 ] in terms of the basis | 2 ],[ ~1 ],[ 2 ]

1

Solution.

1 2
(a) We note that the vectors { 2 ] [ -1 ] are orthogonal to each other.
e i)

1 2
Comment. If we didn't have an orthogonal basis for W = col([ 2 —1 }) then we would have to solve

Therefore, the projection can be computed as

1 0

1 2 3
the least squares problem [ 2 -1 }n —{ 2 } instead to get the same final result (with more work).
10 1

3 1 2 1
(b) Note that this basis is orthogonal! Therefore, we can compute [ 2 }-%[ 2 ]—i—%{ -1 }—}—%[ 2 }
1 1 0 -5

(We proceed exactly as in the previous part to compute each coefficient as a quotient of dot products.)

‘ Gram-Schmidt

(Gram-Schmidt orthogonalization)

Given a basis w1, wo, ... for W, we produce an orthogonal basis q1, qs, ... for W as follows:

® qi1=wi

jecti f
o qo—wy— (prOJec ion o )

w9 onto qi
. e projection of \ [ projection of
g3 =3 ws onto q; w3 onto qo
[ qs—...

Note. Since g1, go are orthogonal ( projection of ): (projection of) (projection Of).

w3 onto span{qi, g2} ws onto qq w3z onto g2
Important comment. When working numerically on a computer it actually saves time to compute an orthonormal
basis q1, q2, ... by the same approach but always normalizing each g; along the way. The reason this saves time
is that now the projections onto g; only require a single dot product (instead of two). This is called Gram—
Schmidt orthonormalization. When working by hand, it is usually simpler to wait until the end to normalize
(so as to avoid working with square roots).

Note. When normalizing, the orthonormal basis q1, qo, ... is the unique one (up to =+ signs) with the property
that span{qi, g2, ..., qx } = span{w1, wa, ..., wy} forall k=1,2, ...
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1 1
Example 70. Using Gram—Schmidt, find an orthogonal basis for W = span [ 1 ],[ —1 }
1

1 1
Solution. We already have the basis w1 —[ 1 ], w2 —{ —1 } for W. However, that basis is not orthogonal.
1 1

We can construct an orthogonal basis g1, g2 for W as follows:

1
[ g=wi=|1
1

o o — projection of \ 11 1 1 _ 1 24
92 = w2 wso onto q1 ) 71 30 ] 3 ;

Note. g2 is the error of the projection of ws onto g;. This guarantees that it is orthogonal to q;.

On the other hand, since g3 is a combination of w2 and qi, we know that g2 actually is in W.

1 1
We have thus found the orthogonal basis { 1 ], g[ -2 } for W (if we like, we can, of course, drop that %)
1 1
1 1
.. . 1 1

Important comment. By normalizing, we get an orthonormal basis for W: —| 1 |,—| —2 |.

p y & we g ST
Practical comment. When implementing Gram—Schmidt on a computer, it is beneficial (slightly less work)
to normalize each gq; during the Gram—Schmidt process. This typically introduces square roots, which is why
normalizing at the end is usually preferable when working by hand.

Comment. There are, of course, many orthogonal bases q1, g2 for W. Up to the length of the vectors, ours is
the unique one with the property that span{q;} =span{w;} and span{qi, g2} = span{wi, wa}.

A matrix @ has orthonormal columns <= QTQ=1

Why? Let q1, g2, ... be the columns of Q. By the way matrix multiplication works, the entries of Q7(Q are dot
products of these columns:
T
[ — o —[1 |

Ik K

O O =
(== )
o o

Hence, QTQ =1 if and only if qiqu =0 (that is, the columns are orthogonal), for i # j, and qlq; =1 (that is,
the columns are normalized).

1/v3 1/v6
Example 71. Q:{ 1/v3 —2/6 } obtained from Example 70 satisfies Q7Q) = I.

1/V3 1/v6

| The QR decomposition

Just like the LU decomposition encodes the steps of Gaussian elimination, the QR decomposition
encodes the steps of Gram—Schmidt.

(QR decomposition) Every m x n matrix A of rank n can be decomposed as A= Q) R, where

e () has orthonormal columns, (m x n)
e R is upper triangular and invertible. (n xn)
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How to find Q and R?
e  Gram-Schmidt orthonormalization on (columns of) A, to get (columns of) Q

[ ] R: QTA
Why? If A=QR, then QA= QTQ R which simplifies to R= Q”A (since QTQ =1).

The decomposition A = Q R is unique if we require the diagonal entries of R to be positive (and this is exactly
what happens when applying Gram—Schmidt).

Practical comment. Actually, no extra work is needed for computing R. All of its entries have been computed
during Gram—Schmidt.

Variations. We can also arrange things so that @) is an m x m orthogonal matrix (this means @ is square
and has orthonormal columns) and R a m X n upper triangular matrix. This is a tiny bit more work (and not
required for many applications): we need to complement “our” ) with additional orthonormal columns and add
corresponding zero rows to R. For square matrices this makes no difference.

11
Example 72. Determine the QR decomposition of A:l 1 -1 ]
11

Solution. The first step is Gram—Schmidt orthonormalization on the columns of A. We then use the resulting
orthonormal vectors (they need to be normalized!) as the columns of Q.

[1/v3 1/v5 |
We already did Gram—Schmidt in Example 70: from that work, we have Q) :[ 1/V3 —2//6 J

1/v/3 1/6
Hence, R= Q7TA = 1/V3 1/ 1/V3 1 711 =| V3 1/V3 |
' 1/V6 —2/v6 1/V6 || | 4 0 4/V6

Comment. The entries of R have actually all been computed during Gram—Schmidt, so that, if we pay attention,
we could immediately write down R (no extra work required). Looking back at Example 70, can you see this?

1/v3 1/6 11
Check. Indeed, QR:{ 1/? 72/\%6 M \/03 i;ﬁ}:{i —11 } equals A.
1/v3 1//8
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0
Solution. We begin with the (not orthogonal) basis w1 :[ g J, wg:{
0

We then construct an orthogonal basis q1, g2, q3:

* qgr=w1=

S o wo

projection of> B

° quwg—( w2 onto q1

. e — projection of ws e projection of \ [ projection of
93 =ws onto span{qi, g2} / 3 w3 onto qq w3 onto g2

INPFOFBEN
1 9| 0 4o | |1

1 0 0 1
Make sure you understand how g3 was designed to be orthogonal to both g; and g2!

Also note that breaking up the projection onto span{qi, g2} into the projections onto g; and g2 is only
possible because g1 and go are orthogonal.

0 2 0

Hence, g , 8 , 2 is an orthogonal basis of WW.
0 0 1 0 1 0
- ; i 1 of 11to
Important. Normalizing, we obtain an orthonormal basis: oozl
0 0 1
[0 2 1 ]
Example 74. Determine the QR decomposition of A:{ g (1) } J

001

Solution. The first step is Gram—Schmidt orthonormalization on the columns of A. We then use the resulting
orthonormal vectors as the columns of Q.

01 0 '|
We already did Gram—Schmidt in Example 73: from that work, we have Q:{ (1) 8 1/0 5 J
{01 0 0”2?1] [311] 00 1/v2

Hence, R=QTA={10 o 0 oo 1l=l0o2 1|

Loo v ava][§5 1] [oo vz
Comment. As commented earlier, the entries of R have actually all been computed during Gram—-Schmidt,
so that, if we pay attention, we could immediately write down R (no extra work required). Looking back at
Example 73, can you see this?
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